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1 SUMMARY OF ACCOMPLISHMENTS

1.1 Characteristics of Program

First ever demonstration of military critical capabilities:

"* High dynamic range transient simulation

"* First full-wave interconnect Modeling Tool

"* Only way to model critical technologies

"* Molecular electronics

"* Tunneling in nanoelectronics

"* Radar systems (transient)

"* Driver of commercial developments

"* Open Source

1.2 Software tools

We have developed five software packages responding to feedback from users.

These packages are:

"* fREEDA

"o High dynamic range multi physics simulator

"o Easy development of advanced device models

"o Many device models never before implemented

"* S2IBIS3 (Spice To IBIS)

o Automated digital macromodeling tool

"* EMPDK
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o EM-Aware physical design kit tool (JAVA)

"* UIUC2D

o EM modeling tool for 2D geometries

"* ICWAVE

"o On chip, comprehensive, 3D EM modeling

"o Technology used in part in NeoRF (NeoLinear)

"* PRIME

"o EM Reduced Order Model interconnect modeler

"o Directly interfaces with fREEDA

"o Synthesizes R, L, C, K models for Spice.

All packages can be accessed through http://www.freeda.org

PRIME and UIUC2D http://alphal.ece.uiuc.edu/download

For PRIME: username: prime pwd: fitting

For UIUC2D: username: uiuc2d pwd: rlcgsyn

For ICWAVE Contact Andreas Cangellaris

We will continue to maintain these products.

1.3 Modeling of Mixed Signal X-Band Radar

Traditional microwave subsystem design is based on harmonic balance (frequency-domain)

simulations. However real-world effects due to transients, e.g. temperature during pulsed
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Transmission are not captured. Many effects are signal dependent and the chirp-like radar signal

cannot be represented in the frequency domain. Only a transient simulation will capture all

effects but the problem here is that transient simulation has typically low dynamic range and the

undesirable effects such as spectral regrowth cannot be seen. Many of the developments required

to develop a transient simulator with all of the attributed required for circuit-level radar

simulation are described in subsequent sections.

The canonical radar transmit system shown in Figure 1 was modeled. The mixer was considered

to be ideal but a high order bandpass filter, a circuit-level model of an X-band MMIC, and a

behavioral model of a Traveling Wave Tube Amplifier (TWTA) were modeled. The TWTA

model requires long time delays that have never been modeled in a transient simulator

previously.

Figure 2 shows the transient waveform at the output of the TWTA. The initial spike results from

turning the system on. This is clearly an effect that must be suppressed and its level could not be

determined in a traditional harmonic balance simulation. The spectrum at the output is shown in

Figure 3. It was not possible to use an FFT to arrive at this spectrum with this fidelity. Instead

first principles Fourier transformation was used. We believe that these results are the first

circuit-level transient simulation of a radar. We are currently constructing this radar but

comparisons between simulations and measurements are not available for this report. Note that

actual bandpass filter, driver amplifier and TWTA were modeled and models of the individual

subsystems have been experimentally verified.
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Figure 1. An X-band radar transmitter.
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Figure 2. Transient waveform at the output of the TWTA.
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The tunnel process cannot be expressed as a current-charge-voltage expression. We must use

state variables to implement tunneling correctly. In addition fREEDA is the only simulator that

can handle long time delays of more than 2 or 3 time steps. Figure 6 shows the input and output

waveforms of the X-band TWTA.

Figure 4. Molecular Electronics

V ref

Figure 5. MOSCAP
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Figure 6. Input and output waveforms of the TWTA demonstrating the ability to model long time

delays.

1.6 Benchmark Data

NeoCAD benchmark data (microwave measurements) developed in first year of NeoCAD. Used

by EM modeling groups to validate data and used in several NeoCAD publications. Only

measured on-chip benchmark characterizations openly available. The three main categories of

devices benchmarked are sown in Figures 7, 8 and 9.
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Figure 7. X-Band MMIC

, mw

(a) (b)

Figure 8. Silicon interconnect characterization (0.25 Micron).
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Figure 9. Coupled Inductor (0.25 micron).

1.7 NCSU/NeoCAD Technology Transfer

fREEDA (multiphysics circuit simulator)

"* Open source, anyone can study technology.

"* A PhD graduate of the program moved to Synopysis where he led part of the technical

development of their latest simulator based in part on fREEDA Technology.

"* A senior executive at Agilent told me that fREEDA technology has been implemented in

their ADS simulator.

"* A developer at Cadence Design Systems has indicated that fREEDA has been studied

extensively in the Spectre group at Cadence.

ICWAVE (Full wave on-chip EM simulator)

* Vladimir Okhmatovski, PostDoc Univ. Illinois, moved to NeoLinear and worked on the

development of NeoRF partly incorporating ICWAVE Technology

S21BIS (Automated digital macromodel tool)

"* Extremely successful, major reason IBIS macromodels have been successful.

"* Widely used: 10 downloads per day. Support provided by EIA consortium. Used by

virtually all IC vendors. Impacted possibly every military electronic systems
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EM-PDK

"* EM-Aware Physical Design Kit

"* Used by several NeoCAD groups to process interconnect data.

The role of a university in computer aided engineering is to show what is possible and facilitate

the transfer of tools and know-how to commercial CAD companies. The most successful method

of transfer is students transferring to companies.
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2 Details on fREEDA Development

2.1 fREEDA VERSUS SPICE

1. fREEDA is a multi physics simulator

(a) It can d6 things that cannot be done any other way.

(b) High transient dynamic range.

(c) Mixed physics; Long time steps; Rapid model development.

(d) Mixed Electro / Thermal / EM

(e) Many first open source implementations of models.

(f) Advanced concepts, automatic differentiation, general purpose.

(g) Serves as a demonstration of what can be done.

(h) As open source it is being copied and concepts utilized by many companies.

2. HOWEVER, it is not a Spice replacement.

(a) E.G. Spice and fREEDA solve a nonlinear problem differently.

(b) If the device model is not physically consistent then different solvers will give

different results. (This is the case with BSIM models)

(c) Works for all other models. (e.g. EKV)

2.2 Time Step Development

A major technology that limits the dynamic range of a circuit simulator is the choice of time step

and the associated estimate of error. A transient simulator must estimate its error at each time

step and adjust its time point selection accordingly. In Spice the algorithm is to compare the

nonlinear solution to a linear projection from the solution at the last time point. One side effect
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of this is that the time step shrinks as the derivative of a waveform changes sign, for example

over the top of a sinewave. More time points than are needed lead to additional numerical noise.

The other fact is that there is a better way to estimate error. In fREEDA two different nonlinear

solutions are performed and these are compared, see Figure 10. This is a much better estimate of

error especially "over the top of a sinewave." The result is that a better time step is used and

higher dynamic range.

Result from
Eo Backward

Error - Euler
estimat

IDEAL
RESUL Result from

Tn- T Tn+

(a)

0.0

SPICE

0.0 UCB)

160

0.0

Error 40 d
0.0

0.0 CON VENTIONA

0.0

0 0 0.00 0.00 0.00 0.0
Tolerance

(b)

Figure 10. Estimation of error in fREEDA: (a) time point selection; and (b) effect of

specification of tolerance on error.
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2.3 Validation of dynamic range

Various definitions could be used for the dynamic range of a simulator. The bets definition to be

used should be based on the types of signals to be captured. In the NeoCAD project we

proposed the adoption of the metric of the smallest detectable signal (a single frequency tone) in

the presence of a tone close in frequency. This metric was adopted by others in the NeoCAD

community. Data supporting our claim is shown in Figure 11. In Figure 11 (a) is the layout view

of a High Dynamic Range PHEMT 2-stage Low Noise Amplifier MMIC operating from 8.5

GHz to 14 GHz with 18dB Gain. It has a +6 V Supply Voltage, 2 dB Noise Figure. It is used as

a pre-driver amplifier for European phased array radar as well as commercial communications

applications. Figure 11 (b) shows measured two tone data compared to measurements obtained

with fREEDA transient analysis and Agilent ADS' harmonic balance analysis. Note that in

transient analysis we can obtain higher dynamic range than obtainable in the industry's leading

commercial harmonic balance simulator. One hallmark of the work that we do is comparison

with measurements wherever possible.
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Figure 11. Measured and simulated results for an X-band MMIC: (a) MMIC; and (b) simulation
results.
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2.4 Electromagnetic Development

2.4.1 Electromagnetic Aware Physical Design Kit (EM-PDK)

EM-PDK (Java) is both a stand alone program and integrated into Electric. Electric is a GNU-

licensed IC design tool. We have integrated EM-PDK into Electric and is distributed as part of

Electric. It is written in the Java language and operates in two distinct modes:

"* Stand alone mode:

"o Parses a layout file and extracts electromagnetic (EM) features that are important

in electromagnetic analysis, it is EM aware.

"o Creates cif output. (Metals, dielectrics thicknesses and properties only).

"o Pass to electromagnetic simulator simulator.

"• Electric mode

"o identifies local reference groups and assigns local

"o reference terminals. Assigns terminal numbers.

"o creates spice file + em-aware layout file

In the Electric mode a tool flow using EM-PDK is shown in Figure 12.

"'Layou Parasitic

Mixed Extractor

ElectrieTM E wr

Technology fileJ

SfREEDAO

Figure 12. Integrating fREEDA and Electric usin EM-PDK.
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2.4.2 Modifications to Electric Editor

Electric Editor (or known simply as Electric) is a powerful layout tool that is GNU-licensed. It is

widely used. It handles MOS-Bipolar transistors, MOS-Bipolar Schematics, and HDLs. It has a

common Layout-Schematic Interface, see Figure 13. It supports various interface standards

including CIF, GDS II, VHDL, Verilog. NCSU made a number of modifications to include

naming of nodes at points of connection between schematic and layout; support for materials

properties added (Layer Thickness; Loss Tangent; and Dielectric Constant) All modifications

have been included in the current Electric Editor release.

ii

Figure 13. Screen Capture of Electric.

2.5 IBIS Macromodeling Development

IBIS is a behavioral macromodeling language that has been widely adopted by industry, see

http://www.eia.org/eig/ibis/ibis.htm . The structure of the model is shown in Figure 14. One

18



reason why this model has been so successful is the availability of an automatic macromodel

generation tool. This tool is S21BIS (Spice-to-IBIS). The development of version 3 of the tool,

S21BIS3, was supported by NeoCAD. S21BIS3 is being downloaded from the NCSU website at

the rate of 10 per day currently. Brief highlights are

"* Spice To IBIS Macromodel Converter

"* Supports HSpice & Spice3

"* Written in Java (platform independent) Tested Windows, Unix, Linux

"* Provides heuristic convergence assistance.

"* More than 1,000 downloads since 2/1/2004. (Now 10 per day)

"* Version 3 good for 2 GHz digital systems

* IBIS model in fREEDA (first as open source)

IBIS is a notoriously difficult model to implement in a simulator and there are only a few

implementations in Spice. By providing an open source implementation we have told the world

how to implement the model.

At the start of NeoCAD the start-of-the-art was S21BIS2 the development of which was also

supported by DARPA. S21BIS2 was released 1996 and was written in the C, bison, perl

languages. This resulted in platform portability problems and also problems assosicted with

operating system upgrades. S21NIS2 could develop models that were good to 300 MHz

S21BIS3 is compliant with IBIS3, version 3 of the IBIS spec. It is written in JAVA and so it is

platform independent. It was tested by the EIAiIBIS group of companies including mentor

graphics and cadence. S21BIS3 supports Version 3 of the IBIS specification and is good to 2
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GHz. Today almost no printed circuit board system or module can be designed without IBIS

models of ICs.

C .comp

P ullup .... .... -G ND GN D
Pulidown Power-Clamp
Ramp GND-Clamp

Figure 14. The IBIS model of a driver.

Nearly every semiconductor vendor uses S21BIS to generate IBIS models that are generally

made available on vendor websites. There are at least 300 vendors. Some of these are shown in

Figure 15.

Adid Fairchild Sscmjconductor Maxim InlegratXehduct Sicmtivs AG
Acrrrllcx IJTMC I Fujitsul Micrel scilliconduleto Silicon StoraJge 1~lechollogy (SSif)
Agere Symtms Guluco I ccbolgv Mieron'fcchnrrolry snuirri Sledirarctchnooogies

Agileni Occhnologi'g1 6(l.Ionech MindsNJe Techrnologic, SMSC (Stittditrd Mficrosystemis Corp.)
Aicheriy Sentrcondticlor GSl TecdIIoI'eY Mile Sony Electronics

Altera l1lerelet-l'ckard Company Mitsuhishi Scnicondret-r STMicroelectronjes
AMCC (App~lied MiCRo Cietrils) IIIN MM( Neomirks, Teuas Insitriufnes

Adssmcert Micio lIeviccs Inc (AMDll) Hitachi Sicinioductur MoWI Vitelic T'lb
AMI Semiconrductor (ANIS) Hvilix Scmriconducrsrr Motorola Semirou~duclor hh.driers TranSsvitch

Aincrirain Sicrows~s~ts lnrdiPecruc MUSIC Semaiconductrors Iri~iiint
Anaulog eicsHIMt Microlectirsiics Nuryiv Tcchuology Corp, Turrum Semiconductor

Aptos Semiconrdurctor I-Cube National Seuierunduireor rLUMC
Asiliant IC Worrk, NEC Electroruics VIA leccinologiex

All Frclru~olgics hrrinron itc hnologics AG On Semniconrductor Vire-ce
Atrrr] Corporation Integrated Circuit Systcms (ICS) Oxford Semicondriclor %Vidrr Electronicd

IBroidconm hrIegored INtice Technololugy (101) l'ericorr Semconrndurctor ein
CatlS~T sucllcorrdurtr Intrrril Philips Senricorrdrueor Logic Wlbn
Cicada, 'ssnrrconudrtor Intel PX Technology Woorsngr

Cirrus L ogic Irirenrutional Microelecronics In1c. (IMI) P'sI(-Siernr Scmer~la~~lcior
Cleasr Logic Inriegruied Siliconr Solutioni. Inc. (1551) Qurleg Suiconducrr xfilirx
(oTIsxarit lrrtmtil QirickLogie Cout). zurlink Sernicondructorr
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Figure 15. S21BIS Semiconductor vendor users.
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We have received hundreds of testimonials regarding S2IBIS (not always in the best English).

Here are a few:

"* Hello, my name is Albert Kim. I am DRAM engineer in Korea.

I would like to say "Thank you for your s2ibis3".

Thanks to your tool, I could save my time.

"* "Great work has been done, thank you and good luck" - Christophe Robichon (Atmel)

"* "Toshiba appreciates what you are doing! !" - Doran David (Toshiba)

"* "Thank you for providing s2ibis3." - Bob Weppler (Rockwell)

We also undertook studies to a certain the accuracy of the IBIS model produced. Figure 16.

Compares the simulated results using Spice netlist and an IBIS for an off-chip driver.

S.1 I

*i m U U , I i' ° 'r

i,, + * * *, * . * * I a•t
in,+ •. - -

(a) (b)

Figure 16. Comparison of circuit level model and IBIS model: (a) an 8 inverter IC off-chip

driver; and (b) comparison.
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2.6 Advanced Device Modeling

In fREEDA many devices have been modeled for the first time. Several classes of models were

developed and much work was put into modeling types of effects for the first time. One first was

modeling the tunneling phenomenon is an extremely nonlinear process. A MOSCAP is one of

devices that was modeled and a cross-section view is shown in Figure 17. This captures

tunneling through a thin oxide layer which a particular problem in sub 100 nanometer transistors.

Figure 17. Cross-section of a MOSCAP that exhibits tunneling for thin oxide layers.

As is typical in modeling in fREEDA considerable effort goes into modeling effects for the first

time. Once a phenomenon has been captured it can be replicated. In this case models were

developed for Tunnel Diode, MOSCAP, TFT, and Molecular Diode which all exhibit similar

tunneling. This is the first time these devices have ever been modeled in a simulator.
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2.7 Molecular Device Modeling

Organic molecules exhibit a change in their equilibrium energy levels when biased such that

current flows through them. Molecular device modeling is the modeling of this transport

mechanism. It involves measuring and simulating the conductance characteristics of a nanopore.

A nanopore consists of a few hundred to a thousand molecules sandwiched between two

electrodes of a few nanometers width. Such a device has never been modeled in a simulator

before and such modeling is essential in the development of molecular electronics. The

molecular device modeled is shown in Figure 18 and the measured and modeled comparisons are

shown in Figure 19.

Figure 18. Molecular device model
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.................... . .... ......
............... .. Experimental result

. -........ M. A. Reed, C. Zhou, C. J. Muller, T. P. Burgin and J. M. Tour,
..- ..... ...... .." .. Conductance of a molecular junction," Science, Vol. 278, pp.

.... ...... ..- .. . 252-253, Oct. 1997.
-- -C-V characteristics

IN-V characteristics

Model 1 (Moleculel.cc, Moleculel.h)

........ Simulated result from Model I in IREEDA.

Current Model 2 (Molecule2.cc, Molecule2.h)

Simulated C-V and I-V result from Model 2 in
- IREEDA. Compared to Model 1, the

characteristics here capture the quantum
mechanical nature of the device more
accurately.

Figure 19. Simulated results for a molecular device.

The tunnel process inherent to molecular electronics cannot be expressed as a current-charge-

voltage expression. We must use state variables to implement tunneling correctly.

2.8 Delay Modeling

Spice handles only short (< 4 time step) time delays using a polynomial interpolation model.

fREEDA has no limit achieved through the implementation of an appropriate error measure. The

response an indefinite time in the past is used as a state variable. This can only be implemented

using a state variable based simulator. A TWT amplifier was used to validated fREEDA's ability

to handle models with long time delays as shown in Figure 20. This feature has also been
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implemented in many transistor models in fREEDA and so we model time delay in microwave

transistors accurately.

0

im 0.5-
0

D -0.5 -
I-

C 0 2000 4000 6000 8000 10000 12000 14000

"Time (ps)

"0 1-
C 0

-. 2

-53
0 0 2000 4000 6000 8000 10000 12000 14000

"Time (ps)

Figure 20. Demonstration of fREEDA's ability to model arbitrary time delays. Shown are the

simulated input and out put responses of an X-band MMIC.

2.9 Details of Modeling of a an X-band radar system

The final demonstration of the capabilities of the tools that we developed were demonstrated

using the simulation of a radar system. A radar signal is similar to that of an FM-chirped RF

pulse. Using current tools it is not possible to model the nonlinear dynamics of this system. The

design of the RF section of a radar currently utilizes frequency domain tools, specifically

harmonic balance. A radar has high power transient signals that significantly affect operation.
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The RF pulse can lead to spurious spectral emissions and result in transient heating effects.

Capturing these effects in a transient simulation is not possible with current tools.

The attributes required to model a radar system with compromise are shown in Figure 21. At the

start of the program there was limited ability to model the dynamic range of the radar system. An

exception was using harmonic balance as in the ADS simulator but this simulator is not capable

of capturing true radar effects. Since the program started both Spectre and ADS (with its inbuilt

transient simulator) have improved their dynamic range in transient simulation. However they

do not have the dynamic range of Spice. It is not clear exactly what their essential dynamic

range as it appears that it is limited by their internal Fourier transform algorithm. For the

fREEDA results presented here we used a special Fourier analysis. With fREEDA the dynamic

range is 160 dB (to an accuracy of 0.5 dB). If we applied the same criteria to ADS and Spectre

we could say that the range is limited to 120 dB. The attributes required all of the fREEDA

developments mentioned previously.

As fREEDA is public domain any company can examine the code and determine how to achieve the

same.

Feature Initial State of The Goal Achieved

Art

Dynamic Range 40-60 dB SPICE 140 dB 160 dB

> 120 dB ADS

Multi Physics Limited Thermal / EM / Circuit Thermal / EM / Circuit
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Time Delay 2 or 3 time steps Unlimited Unlimited

Figure 21. Initial State of the Art, Goal and Achievement of fREEDA as used I transient radar

system simulation.

While were unable to obtain models for all of the components of a radar system so we

constructed one using available models of actual devices and idealized models. The radar

system model considered is shown in Figure 22. It consists of a Linear FM Chirp source pulse

modulated with center frequency 10 GHz and 100MHz bandwidth. It included the X-band

Filtronic Solid State MMIC LNA, LMA 411 with 18dB gain (considered previously). The

MMIC was followed by a Traveling Wave Tube (TWT). A circuit level model of the MMIC

LNA was used and as seen previously simulations accurately capture measured data. The

Bandpass Filter removes harmonic content from the MMIC output. Transient analysis of

bandpass filters, especially narrow band bandpass filters is problematic. We have developed a

technology based on Z-domain techniques that enables any order filter to be modeled in transient

analysis. The TWT amplifier was model by a behavioral model using a novel behavioral model

and based on measurements. One characteristic of the TWT amplifier is the very long time

delays involved. Modeling this structure in fREEDA amounts to the first time a TWT has ever

been modeled in a transient simulator. There are many firsts here and we will write journal

papers up to cover all of these advances. Our primary objective recently has been to achieve the

final phase milestones.
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Various results are presented in Figures 23 through 29 for the transient waveforms and the

spectra. The spectra observed could only be captured by first doing transient analysis. In Figure

22(b) missing features are indicated.
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Still To Do...
Radar Xmit System Block Diagram White Noise source (based on gaussian random
um,# rm c?.9I Wl~ N-,,L-, OWV r-a omO wIV¶*W*~<o~~ p variable)WdA

- -so To facilitate receiver modeling

~ . Presently generating random variates, but not at
correct power spectral density

Chirp Source: FMV Linear downchirp from 1.5 to 05 GHz. Channel Model
LO Source: 10 GHZ sine wavesoTmdeaplsisrinpntfrwteoseouc
Summer and Square-Law mixer- both behavioral *Tmeodeltfaycplusat rcinsertiondpintgrhtoiesuc
BPF: Z-domaln cascade behavioral. -1 dBlflat passband mdl ofcltt eevrmdln
from 8.5 to 9.5 GHz, -40 dB stopband edges at 8.25 and New - Chebychev Z-domain filter model
9.75 GHz * Based upon Butterworth model
Driver: Filtronic LMA41 1 MMIC -16 dB gain (circuit model) *Turnaround time to develop should be short
PA: H-P496A 1'NTA - 20 dB gain (behavioral)
Output Signal: Linear FMV upchirped from 8.5-9.5 GHz.

(a) (b)

Figure 22. Canonical radar system: (a) model; and (b) features missing.

Linear FM Downchirp Source (1) Linear FM Downchirp Source (1)
rrom to 16 ns. Mtdoereptition period is 15 no,chirp is 10 no

tu,, 004 ,d. L,

GOI

'10 01d

0 2.0)9 4.(ý) 6.m , ,W 3 V.00 W J03 INO LV 1,0 IWO 0 1.0n)

(a) (b)

Figure 23. Waveforms at node (1): (a) short time; and (b) long time.
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Sinusoidal Local Oscillator (2) Sinusoidal Local Oscillator (2)
From 0 to 200 ps, i-e two periods orlo•t, ostiltter.

0a2o a ,.602 t~nt,,

00

04

02

406
I00

•I5. 1 I. t 501 .iol

(a) (b)

Figure 24. Waveforms at node(2): (a) short time; and (b) long time.

Summed Chirp and LO (3) Summed Chirp and LO (3)
Froro 0 to 16 ne. Note thxa chirp perot-boaes th•o carrit o•tvolopo

" I *4 * I,

(a) (b)

FFT of Summed Chirp and LO (3)
Notb that IC) i. not • 0 .000 m•bca. 000 tooc wa n! loodo~d 0.111 10 ohm roalabar

.20

Figure 25. Waveforms at node(3): (a) short time; (b) long time; and (c) spectrum.
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Square-Law Output (4) Square-Law Output (4)
Frm 0 to 16 U, Note tha ncRIvC portions otw0cf'r,.n mc-ea

Alt(Y)~f WM WOf I. 1ý. I( 16.

(a) (b)

FFT of Square-Law Output (4)
Nomr gyrmmcly or modoaiaiwd chirp xbout 10 01t ma ed seconad hxrmoola c o
vorrisra: 20 Glt

.It ~ ~ ~ W IM .jr tC

40 1001
0 !.-wa 1'.00 IS.-= 2".C0 25,.C0

Figure 26. Waveforms at node(4): (a) short time; (b) long time; and (c) spectrum.
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Z-Domain Butterworth BPF Out (5) Z-Domain Butterworth BPF Out (5)
PRmO to 175 us, Note thatI spectra]content is fioitltodto8,545.. (iHo
Aruplittulo is about right- slight pulse coopressiou p~sn-so IR resp~ouse
is apparent Also note jinitil fill tim 00

ous u5 0

002 00t,

0 M W 00

9 54-02I tCM S.fl 2"M 2 SWu 3ý0(4 3 SkE 4.0M 4 5tMO F,.OW

42 2.4(0 i.CO £O3 5 . " 1.40 14,40~ 4.C C .'"4

(a) (b)

FFT of Z- Butterworth BPF Out (5)
Note absence oftytooersic chirp shove 10 GlIr orid atteuaotion ofith
carrie second hrtmooic at 20 C~lz

.110

0 5.40 1.-010 tS.rCO N.010 7S.441

(c)

Figure 27. Waveforms at node (5): (a) short time; (b) long time; and (c) spectrum.
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Filtronic MMIC Amplifier Output (6) Filtronic MMIC Amplifier Output (6)
F,= 16S to 32 5o. -This istho twomod pio1e ootori; Iho first is tdipped
d-r to &-inl dtintup bth ori S-o th. bsrkiq fo, fNil time, .ri..

007 
07

00

-D-oI

t0•o.00 lO• _ 83 2,0. ,00,].~0

(a) (b)

FFT of MMiC Output (6)
Note ~15 d0 so,, io X-b~ad ox. -,a'oooi oooteno

.400

4D -j 0 0.-

Figure 28, Waveforms at node (6): (a) short time; (b) long time; and (c) spectrum.
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HP495A TWT Amplifier Output (7) HP495A TWT Amplifier Output (7)
Fr~au 26i 9 in 42.9 Its. This is the oc,wim pulin, mrutd; the firnt is skipped
d.er to h'tolien .1.t 1 ,ll hr ,'ior Njohirr thr -I03 •x, •o ddl.y orthc

Twrf5, ,

o It

44

2 0,0 1"M 32. 000 3 3C"M 30t,00 4,00 42.=

(a) (b)

HP495A TWIT Amplifier Output (7)
Nat .2 d70O pin Xb..mi sadl M in C-band

-tIn.10

.40

.700

1. 0 1 - 24002Do ýl

(c)

Figure 29. Waveforms at node (7): (a) short time; (b) long time; and (c) spectrum.

We are at the point where we can model any radar system at any level of accuracy. Our one big
remaining problem is the implementation of a BSIM MOSFET model which is essential if we
are to model the types of radar systems that Wright Patterson are interested in. Implementing a
BSIM model was not in the initial scope of this project and has proven to be problematic. We
are secured corporate funds to continue this part of the work.
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3 Multigrid-Enhanced EM Modeling of the Power Grid On Chip

This EM modeling based on Maxwell equation using a finite volume model. The key attributes

are:

"* Model developed directly from physical structure

"* Cumbersome and error-prone extraction of [L] and [C] avoided

"* Rigorous modeling of electromagnetic effects

"* In addition to power switching noise analysis it enables prediction of power grid-induced

EMI between different blocks on the chip

The On-Chip Power Grid Transient Simulator combines:

"* Electromagnetic rigor

"* Comprehensive modeling

"* Includes impact of semiconductor substrate

"* SPICE Compatible. Initially we thought that we could only do this in fREEDA and

although it is most efficiently done there we developed a scheme so tat it can be

implemented in Spice.

"* Direct implementation of SPICE models for non-linear drivers, decoupling caps, etc...

"* Supports convenient interfacing with models for the off-chip power distribution network

"* Supports both simultaneous switching noise and power grid-induced interference prediction

Results are documented in Figures 30 through 39.
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FV-Based Modeling Methodology

Finite-volu me discretization of Maxwell' s equations

fCFR iff AJJSF .t

#C~f dgff JJSAJJk e+ff U A i

Micron-size cross-sectional dimensions and regular
layout of the grid exploited to contain model complexity
- Grid size of the order of grid feature size
- Assignment of unknown electric & magnetic fields in space

dictated by the electromagnetic effects that must be captured
for accurate simulation

* Ohmic loss in the wires
* Inductive effects during switching
* Capacitive coupling and common impedance coupling for

grid-induced interference calculation

Figure 30 FM-based modeling methodology.

Implementation of Variable-Size Grid

Coarsw Grid ' Fine Grid

* The choice of grid coarseness is
dependent on the simulation objective and
the desired accuracy.
- Switching noise simulation only: Coarse grid
- Power grid-induced interference: Finer grid

Figure 3 1. Implementation of variable-size grid.

36



Compatibility with SPICE
The state-space form of the discrete model,

is of the same form with the MNA formalism used in SPICE
Hence, it facilitates direct incorporation of lumped circuits

and behavioral models for drivers and receivers
* e, h: the discrete unknown fields
* G, R, L, C, Dh D.: sparse matrices (dependent on material and

geometric properties of the structure)
* is, vs: voltage & current sources connected to the grid

Figure 32. Compatibility with Spice.

"Cartoon" of the On-Chip
Grid

-O M3

'72V

573000 1O0 0

1500 0 y-axls(um)

x,,axwsum)

Figure 33. On-chip grid.
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Too view of Metal-1 Laver

Lo

16001

1400 ____,..

Convenien interc ttoe \

chpl o wer----------------------- grCideto

- _______ Can-- beicrprtdeihri trso SPICE1O

-00 Efece thog oiin-adfeuny

00 200 400 600 800 1000 1200 1400 1600

Figure 34. Metal-I layer.

Add itional Features of Solver

•Convenient interface to models for the off-
chip power grid

- Can be incorporated either in terms of SPICE
net lists or in terms of a matrix rational
function representation of their multi-port form

* Modeling of the semiconductor substrate
- Effected through position- and frequency-

dependent surface impedance relationships

cast in terms of rational functions

Figure F. Features of solver.
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Impact of semiconductor substrate
on power grid switching response

r z

t .. pepitaxy • ..... ,
I.... ' .............. 2 •.........................

t, pbulk rI lh 1-i'. U*O

Case 0: Semiconductor substrate modeled as PEC
Case 1: t 1 = 198.mn, a, = 104 Sim, t2 = 2g/fn, and a2 =10 Sim
Case 2: t1 = 200 /n, a 1 = 104 S/m, t2 = 0 (no epi)

Figure 36. Substrate impact.

Im act of semiconductor substrate...
1.6 1• •cso'

1 A 7- .... !cse
-- case2

1.2 ,Gate Input

C Suppressed overshoot and
S0 4 oscillation

0.2 i
0

-0.2

0 50 100 150 200 250 300
Time (ps)

Figure 37. Substrate impact.
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Transient EM Modeling of
Power Switching

Visualization of on-chip supply voltage disturbance
during simultaneous switching at all nodes

1 '

So

s'i -'Um I "A SgUm)

Figure 38. Model of power switching

Modelinq of Substrate Noise
Volts Sirrilation Volts Experiment

BLIffer -0,' 5Li ti Li t _ _

Nil i V(o Its -2 vi I Iwo Its
-20 Mli 2

-401_ Sensor -20
OUtuLit -'4LU

-60-80

1 14 1.8 22 26 1.4 18 22 2, 3TFirne (ps.) Time, (Iis)
Long interconnect IDistributed

from buffer output to oise Injector
pad: Its coupling to Noise
substrate critical for -- corlNoise
accurate prediction of sensor
substrate-induced

noise

Figure 39. Model of substrate noise.
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4 Opto-ElectronicModeling using fREEDA

4.1 Introduction

Progress in the field of opto-electronic device and optical component technol-

ogy has led everyone to believe that optics can, practically, meet the bandwidth

demand in future. Efforts are on to make all optical systems where most of the

tasks e.g. switching, routing and amplification are done in optical domain. In

spite of all these developments we still need drivers to turn on a laser and so

we have a lot of electro-opticail-thernial interactions taking place right at the

point where light is actually generated. Further, when optical components and

devices are put together in a system problems can arise because of the disper-

sive elements and feedback effects. So, before start fabricating the system one

must study the electro-thermal-optical interactions and other optical effects

such as feedback and effect of dispersion. To study such complex interactions

one need a. tool that can be used to simulate the system directly in terms of

equations representing these interactions. Existing tools for OE system simu-

lation involve either solving Maxwell equations using for example, the FDTD

method that is computationally intensive or use equivalent circuits. Imple-

mentation of device models using an equivalent circuit approach has several

dr awbacks.
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We have dleveloped a new tool, fREEDA, capable of p~erforming muilti-physics

simulations. fREEDA facilitates OE device modeling with sets of dlifferential

equations. This report is organized as follows. In first, section. we (liscuss the

validation of fREEDA for optoelectromec simulation using experiments and via

comparison with other existing tools. Section II discusses the inultilinoce VC-

SEL modeling using fREEDA. Next, we present the simulation results for free

space optical system using fREEDA. Optical feedback effects audi there iiii-

pact on the system performiance are discusses in the following section. Finally,

we conclude with a sunnmary of results and the future work.

4.2 JREEDA Validation

In this section. we discuss the validation of fREEDA for Vertical Cavity Surface

Emiittinig Laser (VOSEL) modeling and Simuilationi using the, exjperiinent's and

CFDRC p~hysica~l VCSEL model. WeC also present, the comparison of fREEDA

results with the existing tools such as SPICE for package snimulat~ions.

We chose VCSEL for fREEDA validation as its Optica~l propertiesN depend(

strongly Onl the opecrating electrical anid thermnal conditions [2]. So, it malkes,- the

mnost suitablel OE (levice for validating the mutlti-physics nlature of fREEDA.

Validation of 1I{EEDA wvith the exp~erimients and other shitiilators have been

done, in past[9,10]. 1X1e, use. the. VOSEL model of Mena, in our s.imiulations and

use the followinig rate equation.s. [2]:

c/No qji No _ G(N0 - Nlt)S _I, (1)
cit q T-7 (1 + ES) q

c/S S + 3No G(.N0 ~ - 1Nrt)S (2)
cit i}. -r (1 + S)

where. No is the carrier number, S is the Photon llumnl1ber, j\Tt is tranisparencey

carrier (lelsitY. 77 is the current hinection efficiency, /3 is the sponitaneous enuls-
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sion factor, E is the gain saturation factor and~ 11 is the leakalge current. Carrier

lifetime andI photoni lifetime are m, andI T,) respectively.

\VeC ni1odel the inlsta n'tan11 eou s wavelength of the VCSEL using the equation

A(t) = A0-- p(No - Nt) + dnr (I' -10)) (3)
71 dT n

The hinstantanecous wavelengthi depencds oin carrier niumber and temperature.

T() is the anibienit temperature, p is the refractive indeI(-x chiange per unlit carrier

iiunmber change and n is the refractive indlex of the mnedivum. Fig. 1 sliow's a.

compljarisoni of the experimnenta~l nicld simuilatedl L-I ch arac teris ties fo~r a sn

gle mode Honeywell VOSEL SV3639. Siniulated results agree well with the

experimiental results over a range of tenilera-ture.

3' 10'

0.2-

Current(amp) x1

Fig. 1. Expe~rhimental and simulated L-I curves for VCSEL at dlifferenlt temperature~s.

'We also used the L-I and I-V characteristics froni the CFDRO physica~l VCSEL

model to extract the VCSEL paramimeters. Fig 2. shows the-- CFDRC, VCSEL

mimodel along writh thme paramieter extra~ction p~roceduire. Sinumlated L-I and I-V

characteristics are compared with time CFDRC VCSEL L-I and I-V character-

istics inl fig. 3a and fig. 31) respectively. There is a good agreeineimt between

the silIula'tec and( thme CFDRC physicail VCSEL chiaracteristics.
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-' --- - -- ---------

Fig. 2. C*,DRC- VCS EL ph~ysical mt odel 1111 pairamitet er extraction prmocedutre.

- MEA-3O90_____

- ffi~OA-IA-

0,2

Fig, :3. Coinparisoit or the 142 CDI{CV(SEL eliaratcristics with the ITIEDA rsizlts

Iisng (extriletot I 1flliIcters . (a~) L-I 1 charatt~teristics at, (difretctt tetfll)Cftittirs.()

INV chmimi rnitcstics alt diIftren~tit tejinptrattilre.s.

We calso did a study of the vleetrical interwctions thar take place in the package~s

etinijeting ti1te VC'SEL iirray toj the VCSEL driver array [1], fREEDA package

resilts are compared with the SPICE results in ligu1ýirvs 4.5 and 6. Fig. 4 and

5 show it a conipmlrisoui of output ojptienl powver fr mn fREEDA miud SPICE ft r n

thin-filmn package at 1GBp~s and 2.5 G'Bps respectively. A comparison of -the

4i1t 1 )it o1)tieni power for it flip-chip p)iikinge- at 5GBps, is 1wtescueiic in fig. G
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X 10-3

-Spice

3- Thin-film package - fREEDA
I Gbps

2.5

2

o 1.503.

1

0.5-

2 2.5 3 3.5 4 4.5 5 5.5
time(sec) X l0'

Fig. 4. Comparison of fREEDA and SPICE results for thin-film package at 1GBps.

X10",

0 0-spice
3 Thin-11m packag 7- f-REEDAJ

Thin-fil~m package

2.5

1.5

I I13-

0.5 1 1.2 1.4 t16 1.8 2 2.2 2.4
Uime(sec) X 10"

Fig. 5. Comparison of fREEDA and SPICE results for thin-filn package at 2.5GoBps.

Details of the packages used in simula.tions are given in [1].

4.3 Multimode VCSEL Modeling

Next we present the simulation results for a multinode VCSEL. We modeled

the multimode VCSEL using the model described in [2]. Following equations
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x 10°'

4 / • --- IREEDA

4-
Flip-chip p.ckage

3.6- 5Gbp.

I I

1.6-

0.5

4 5 8 9 10 11 12
time(sec) x

Fig. 6. Comparison of fREEDA and SPICE results for flip-chip package at 5GBps.

were used in our simulations:

dcNo _ 7I- No G(-ykoNo --i 7kiNi --YkOSk 11 (4)
dt q '77, k (1 + ESn E61"lkSy) q

dNj _I_ - (1 ± hj) ± N G(ObkoNo - E5 (ký)kN,, - O&kONt)Sk-q = ' (1 + 11j) + 1S) (5)

dSký -h 13k4 0 0  bN] G(AkONO - Zj AkiNi - AkONt)Sk (
dt - Tpk T,. k (1 + EM EmkSm)

These spatially independent rate equations are derived and explained in [2].

Though, these equations are spatially independent they very well capture the

spatial effects, such as spatial hole burning, required for multimode operation

through N 1. XVe represent the DC and transient results for a two mode VCSEL.

Fig. 7 shows the L-I characteristics for a two mode VCSEL. From fig. 7 it is

clear that the threshold for mode 2 is higher than that for mode I since the

emission of mode 2 require a. spatial hole to burn which occurs at higher

current. Once a, spa.tia.l hole is burned, the carrier profile changes to support

the emission of LP1 I mode. A kink appea.r in the L-I characteristics of LPOI

mode at the point where LP1 • mode begins to lase, changing the slope of the

L-I curve for LPB0 mode.
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2.6 o*

2

0 0.01 0.02 0.03 0.04 0.00 0.06

Current(mA)

Fig. 7. L-I characteristics for a, muitliniode VCSEL. Continuous linle shows LP0 )l

modec and clashed line show,, LPI' mode.

Transient results for a two mode VCSEL are shown in figure 8. Here also we.

see that the nilode 2 start lasinig at a later instant, showing the importancte

of SHD iln the emission of LPII mode. Once the ouitpuit of miode 1 goes dlownl

it collies up againl Which is seenl as a little l)limnpI inl the LPOu power output.

These secondary pulsationis occur duie to the. diffulsioni of carriers towards the

spatial hole once-C the dlevice is switched off. These results showv the capability

of fR.EEDA in simulating the complex spatial behavior of a, inuiltililodle VCSEL

using the system of equations. To simulate the similar behavior in other Circuit

simulators onle neced to generate ain ecjuivaleiit circuit corresponiding to these

equations. Further, different circuit ijodles for (hlflerent types,,, of analysis. such

as DO, tran~sient and AC. are required inl other circuit Simulators, wherea.s anly,

type of anlaly'sis Canl be Performed inl fREEDA usinig the. same set of equationis.

4.4 Free Space Propagation

This section discusses the modelinig of a free space optical system using IREEDA.

We model the free space propagation usinig the gaussian beam propagatiomi
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Fig. 8. Transient characteristics for a multimode VCSEL. Continuous line shows

LPOI mode and dashed line shows LP11 mode.

model. For gaussian propagation the beamn width at a. distance z is given by:

W,(z) =-U!oVw + (z/z,) 2  (7)

where w 0 is the beam waist size, Zr is the rayleigh range. Rayleigh range z,. is

related to the wavelength A and the beam waist uin0 by the following equation:

- = (8)

Fig. 9 shows a simple free space optical system imaging a.n input beam to

output beam using a lens.

Fig. 9. System diagram for free space gaussian propagation.

However, finite size of the lenses and other apertures clip the beam leading

to power reduction and diffraction effects[3]. Power reduction caused by the

finite circular aperture can be modeled using equation:

P,,,,, = P(1 - exp(-2k 2 )) (9)
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where Ic i is t=hi e rat.io of the aperture dianteter to tIhe spol. size at;

tile aperture input. Presence of the aperture 110odifies the beam widt.hi to:

(V,,u = " Co( - exp(-2 ().SO(tA.2/(27r))) (10)

and the new rayleigh range to:

Z,,,, = 7-.IV,1,1,/,X(I

wlihre p 2)(Z/z,) z, is tie initial rayleigh range aind z represent tile dislnaiice

fioll) Waiist, to tle apertilre. •ie imaged a laSer beam of spot size iIo = r ipmi

using a lens of focal length f = 5pm. The laser was placed at 1001in and the

spot size and power was det, ected at lOO/im. To observe the effect of clipping

we varied the lens diameter from 10tm to 33tin. Fig. 10 aId 11. show tHie

effect, of clipping on detected sp+ot size and power. Detected power and spot

size did not show any change for an aperthre diameter of' 33prn. But as the

apert ure size is reduced further, spot, size increases due to diffraction leading

to red llced dettetled l)o\lr.

dim s=33um dlenv=22 um l dims']5um tIei-10num

Fig;. I 0. Effect of lens al)erttiire size oil spot diag-ram at deteet0or ilalte.

We also modeled the free space propagat~ion using fhe following raytring

e(juat, ions:

Q =lc H s(U) - ushl(U) (12)

.,4n(I) = Q/R 1 + .!i4(1) (13)

8sin(Il) = 11mil(1)/ln 14

1,1= 17 -J1+ (15)
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Fig. 12. Rahy trace (iga) m lll-ole fel. (1 VI ovxsraetla

the sucilie. (b) WNithi planle sulrface0 towards the Source.

to O's 1, ,IIý a 1'

Fig. 13. Ra.y tra.ce fo-r a hincoiivcx lens, showing field curvat ii i.

varilatjion1 ill the 1 naul p ositIion oil the (kicct 'r phi casl ms1h wu ill fig 15,

~This tvemporal vaiajtitoll ill the po:4tionl oil the detcetor phlaie gives rise, to

det-ector crosst~ilk ill a free sjhlVV ofpt ici ilktor(oInIc~t(FTSO). Fig. 16 -Olows

the spot. size onl ditfereitt de(tec(to-r posiion as funcl(t~ion of u.Otcl
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,Fig. I.G. Spot riijgrnim for vuri xtioii of spot positioni on detector airra with tiise.

po-wer fleasulIoed bv tliesw! detectors is shown in fig.. 17.

Ho w-v('1'. wVavelength chir can11 ( bl1 )C ill Im tIIedl tIsitk igXtPe'iI-iU) 1 iila t h iti. Fig,.

18 shiow~s an elect [0-optic moduiilator, where thle ap~plicat ion of exterunally ap

p~liedI xoltig(' (*'aIC li1e aPhise shift b)etween the field in two armus of 'a Mach-
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Fig. 17. Oiftput Optical %owr s. tuiie foi' different detectors in the detector arrav.

Fig. 1 8. A simlptce Electro-c-ptic 1niod illator f(ur1 externial mw ii llation,.

Zetiuder inticrfenoln4Aer. Theu ot pitt of a f\Inel-Zolindeir mod ulatcoi- cail be

expqressd ill tcrnill of thme applied volt-alge Iliing the folkowhlig ec~tlat~iomt:

Itit= I... (c-os(7wY/(2 *~) ))2 (1L7)

~v1ICC 1reu is the~t oit~piit, jutejisity. Ii" is the nilput ilitemisity. 1, is the voltage

rerlli'~lfor 7r phAse, Shift awl V is the apJpli('d voltage.

Fig. 19a. andi~ 19)) shioWs the output op)t~ical power tIH(I waivek'igti -with and

w-it! ou1 t theI externall modu11lation. Op~ti cal po{wer1 anid tihe wavelenigthl for tihe

dlirect IlodilllfltioUl case. shows ringinig and~ chirp but. the exterinal mloduldatiolm

r'edumces it,.
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Fig. 19. Comparison of external and direct modulation. (a) Output optical for direct

and external modulation. (b) Wavelength vs. time for direct and external modula-

tion.

The impact of external modulation is more clear from the eye diagrams shown

in fig. 20a and 20b. Fig. 20a shows that the eye opening is less in case of direct

modulation due to the ringing noise, whereas, the external modulation shows a

good eye opening in fig. 201). Further, use of the external modulation eliminate

the detector crosstalk that occurs in the presence of chirp. Spot position on

the detector plane is compared for the direct and external modulation in fig.

21 as a function of time. For external modulation, the spot position does not

change with time, whereas, for the direct modulation spot position jumps from

one detector to another with time.

Thus, fREEDA enables modeling and design of optical systems using the sim-

ple set of equations. To perform a, similar system study using other circuit

simulators, require converting each and every equation into aln equivalent cir-

cuit [4]. WVe see that one can study the various interactions that take place in

a system using fREEDA but the most unique feature of fREEDA is its ability

to make the optical feedback study possible. fREEDA has a delay element

that makes it possible to take into account the reflection from each optical

surface back to tihe laser source. Next section is devoted to optical feedback
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Fig. 20. Compnrison of eyediagrartis for external arid direct modidnt~iot. (a) Eye

diagratt foir direct 1o10(I1tla1tionL shows less ey opeinflg. (h) Eye diagramia for exterwil

m0odulationl show good eye opening.

Direct modulation
I Im

External modulation

Fig. 21. C0oiiparison of spot diagrams oii detector plane for direct and external

ro1od iatioll.

study using fflEEDA.

4.5 Optical Feedback Study

Optical feedback plIys an important role in optical communication systems.

Even a smiall amount of feedback can cause instability in the laser output

resulting in system performance, degradation. But, one can also use optical
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feedback for useful applications e.g. strong feedback can give rise to single

mode operation and line narrowing. So, one should consider reflection from

optical surfaces while designing an optical system. \'Ve model the feedback

using Lang-Kobayashi equations [5].

(INd _ 1j] N( G(No - N,)S -h (1)
dt q r7 , (1 + ES) q

/S -S 13 NO G (IN0 - AT,) S ±_ 2h CtSt -0T8(WOT +Tirt) (19)
dt -r + -. + -1rs + 29- v/S(ts(t - +)

d(,I~ G (NA -o N,)S -nt +7)(0
dit 2(1 + eS)

G(N(o
d -d -- ('Wo -- wtih) + O: 2(1+± 5) -- ';St-i)/~~snwT+mt(0

Where - = 2Ltc/e is the round trip time of external cavity. tz =/R)

Re.t is the reflectivity of external reflector, R is the reflectivity of laser mirror

and TL is the round trip time of internal cakvity. Optical feedback has been

studied extensively by various groups and five reginmes of feedback have been

identified. Fig. 22 show various regimes of optical feedback. Fig. 22 has the out-

put optical power and the corresponding phase plots. 'We see that the output

optical power ap)proaches stable point for low reflectivity and short distance.

As the distance and reflectivity is increased, output power exhibit a limit cycle

followed by chaotic output.

To our knowledge none of the groups have studied the impact of the optical

feedback on system performance. Here, we discuss the impact of the optical

feedback on system performance. Fig. 23 shows an imaging system, with opti-

cal feedback from different reflective surfaces. XVe calculate the resultant field

at each surface and then propagate it back to the laser.

In our study, we consider the reflection from single lens and two lens system.

The output optical power and output wavelength for these two systems are

shown in fig. 24 and fig. 25.
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In pre-viots SeýCtjou. we saw\ lhat. 1v susing 0the exteruil Imodulabtionl 0110 ca1n

efilihuinIte the chirpJ lUi( hurv ii IVceye openinlg 1)u t there we didni~t consider the

effoct. of fee4I ihark. TO sev111 optical fee Iinick impleat. tho Systviii perfloriiniiilce.

We eon1sid(le the(- grating spect I( ucti('t ystom~ show hI WIii fig. 14 and lookicN Iatý

the output. opt-Iicl po~vel* on1 a fixedi detector ini the detector atrray ns show)Nv in

fig. 263.
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Fig. 24. Effect of optical feedback on output optical power in a single lens and two

lens system.
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Fig. 25. Effect of optical feedback on outitpit wa.velength in a single lens and two

lens system.

The output optical power varies randomly with time on the detector because of

instability in wavelength. If there had been no feedback and we were using the

external modulation, then the output spot should have stayed at one detector

as shown in fig 21. Fig. 26 shows the output optical power on a fixed detector

for no feedback, feedback from a single lens and feedback from two lenses.

Further, we noticed that for small feedback and small distance, within coher-

ence length of laser output, output power shows a. sinusoidal behavior with

period equal to half the wavelength. WVe also noticed that the feedback causes
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Fig. 26. Effect of feedback oin detector output for single lens anld two lens systeln.

a change in the terminal voltage. Fig. 27 shows a plot of voltage vs. reflectivity.

The terminal voltage reduces as we increase the reflectivity because increased

reflectivity causes more charge carriers resulting in reduced input impedance

and thus, the voltage. One can utilize this variation in voltage with feedback

for making compact imaging or readout systems [7,8]. The change in the in-

put impedance with optical feedback can cause impedance mismatch between

the laser driver output and the laser input causing signal reflections, effecting

systeln performance. Thus, feedback can be fatal if not properly taken into

consideration while designing the system. So, the study suggest that any sys-

tem design nust take feedback into account which indirectly implies that the

tool used for design should be capable of including feedback in system design.
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Fig. 27. Effect of increasing feedback on terminal voltage of laser.
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4.6 Conclusion

We. present a study of free space optical system using fREEDA, Our results

demonstrate its ca~pab~ilities iii understanding the interactions that can ef-

fec.-t the systemi performance under different scenarios. LREEDA canl easily

implement any complex dlevice such is muilti-miode VCSEL using simple set

of equations, whereas samne device modeling in other circuit simulator would

require converting these equations into equivalent circuit. f REEDA Cani also

Capture the imp~act of optical feedback in system performiance. R~esults show

that one can design a full system using simrple equations and understand the

performiance relatedi issue., b)efore actually fabricating the system).
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